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Task Description:

	The goal of this project, which began in May 1998, is to develop improved displays and controls for orientation and navigation in virtual environments, and particularly in simulated weightlessness, where movement in all six degrees of freedom is possible. 3D computer graphics technology has now become widely available, but our ability to exploit it to provide 3D spatial displays has been limited, however, due to human factors constraints which make orientation and navigation in the virtual world much more difficult than in the real one. Research to understand why is underway, but most of it considers only 1-G tasks, such as moving about on a 2 dimensional surface. We flew a virtual reality experiment on human visual orientation in microgravity on the Shuttle Neurolab mission (April, 1998) and - in collaboration with European colleagues - are developing a follow on experiment for the International Space Station (ISS). We propose a concurrent three year, ground-based project where the emphasis shifts to human navigation, and to potential applications. The latter include astronaut training for extravehicular activity (EVA) and Intravehicular activity (IVA), both preflight and potentially also in-flight on the ISS using the Virtual Environment Generator (VEG.) We plan to study the effects of: (1) the rotatory component of viewpoint motion on visual path integration ability; (2) actual head movement on ability to infer virtual vehicle movement; (3) avatar controlled viewpoint control; (4) using miniature spacecraft models for viewpoint translation in virtual environment (VE), and (5) trainee head orientation on navigation ability in VE. Our team includes experts on orientation and navigation in both real and virtual environments, and EVA and VE technology. The project utilizes our existing virtual reality (VR) development suite, and spacecraft models as 1-G research tools. 

	In the first four months of this project, we have been designing implementing our VR path integration experiments using a PYTHON-based suite of virtual reality tools (Virtual Reality Utilities -VRUT) developed at the University of California at Santa Barbara and MIT by Dr. Beall, and a new hybrid optical-inertial head tracker (Intersense). 

	Some of the biggest challenges in human computer interface and VE display research are in the area of usability, spatial orientation, and spatial learning. We believe the scientific community, NASA, and industry need a better understanding of how to take full advantage of 3D spatial displays. The 2D, planar organization of traditional control panels and computer graphical user interface (GUIs) restrict the format of information that can be presented. In the private sector, outside of entertainment, real time interactive desktop 3D VE displays have not been successful even though home and office computing platforms now enable it. NASA IVA and EVA training applications present an interesting and important testbed for developing truly generic interactive 3D spatial displays. We believe our research will advance general scientific understanding of how humans orient and navigate and identify and manipulate objects in all types of virtual environments. 
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	Task Description:

	The goal of this project, which began in May 1998, is to develop improved displays and controls for orientation and navigation in virtual environments, and particularly in simulated weightlessness, where movement in all six degrees of freedom is possible. 3D computer graphics technology has now become widely available, but our ability to exploit it to provide 3D spatial displays has been limited, however, due to human factors constraints which make orientation and navigation in the virtual world much more difficult than in the real one. Research to understand why is underway, but most of it considers only 1-G tasks, such as moving about on a 2 dimensional surface. We flew a virtual reality experiment on human visual orientation in microgravity on the Shuttle Neurolab mission (April, 1998) and - in collaboration with European colleagues - are developing a follow on experiment for the International Space Station (ISS). We propose a concurrent three year, ground-based project where the emphasis shifts to human navigation, and to potential applications. The latter include astronaut training for extravehicular activity (EVA) and Intravehicular activity (IVA), both preflight and potentially also in-flight on the ISS using the Virtual Environment Generator (VEG.) We plan to study the effects of: (1) the rotatory component of viewpoint motion on visual path integration ability; (2) actual head movement on ability to infer virtual vehicle movement; (3) avatar controlled viewpoint control, (4) using miniature spacecraft models for viewpoint translation in virtual environment (VE), and (5) trainee head orientation on navigation ability in VE. Our team includes experts on orientation and navigation in both real and virtual environments, and EVA and VE technology. The project utilizes our existing virtual reality (VR) development suite, and spacecraft models as 1-G research tools. 

	

	Some of the biggest challenges in human computer interface and VE display research are in the area of usability, spatial orientation, and spatial learning. We believe the scientific community, NASA, and industry need a better understanding of how to take full advantage of 3D spatial displays. The 2D, planar organization of traditional control panels and computer graphical user interface (GUIs) restrict the format of information that can be presented. In the private sector, outside of entertainment, real time interactive desktop 3D VE displays have not been successful even though home and office computing platforms now enable it. NASA IVA and EVA training applications present an interesting and important testbed for developing truly generic interactive 3D spatial displays. We believe our research will advance general scientific understanding of how humans orient and navigate and identify and manipulate objects in all types of virtual environments.
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2000

	Task Description:

	Our goal is to develop improved displays and controls for orientation and navigation in virtual environments, particularly for use by astronauts in simulations of weightlessness. We are working on three related projects: (1) We are conducting experiments to define the role of the rotatory component of virtual viewpoint motion on 2D and 3D path integration error. Klatzky et al. (1999) have shown that blind or sighted observers performing a triangle completion path integration task using real head movements make systematic errors, as if the ranges of turns and distances are compressed compared to actual values. In our experiments, subjects viewed a virtual environment without unique landmarks through color stereo head mounted display (HMD). In one condition, they were translated along three-legged parallelogram paths, and rotated (twice) so they always faced along the direction of motion. In the second condition, they were translated along the same paths, but without viewpoint rotation. In a third condition, their viewpoint was rotated through angles identical to those in the first condition, but without translation. In all cases, they then made a real head rotation to face the point of origin. Results show that subjects overestimated the rotatory component of virtual viewpoint motion, presumably due to the absence of vestibular and haptic cues (Sachtler et al., in preparation). We suggest an extension of the encoding- error model incorporating this effect. Our data support the view that VR training systems should be designed so that real head movements accompany visual viewpoint rotations. We have also tested subjects on a 2D triangle completion task in the sagittal plane where they make a head rotation in pitch rather than yaw when pointing back to the point of origin. Results from these studies indicate that subjects can in fact perform path integration along paths involving rotations about non-vertical axes and that subjects make systematic errors not unlike those found by Klatzky et al. 

(2) We are extending the World In Miniature navigation tool concept (Pausch et al., 1995) for use in 3D navigation of large virtual spacecraft (Spacecraft in Miniature or SIM). Based on the results from our previous experiments (see above), we eliminate the rotatory component of visual motion whenever the users viewpoint flies in to the model. Instead, the rotations are encoded with proprioception in the physical movement of the SIM. In our experiments to determine whether the use of a SIM reduces the path integration error, subjects perform a 3D path completion task in a virtual star field similar to that previously used and again point toward the point of origin. 

(3) We have defined a panoramic viewing system concept (Virtual Video), which could be employed in windowless cockpit (e.g. X-38), teleoperation, RPV, immersive teleconferencing or onboard training applications. Our approach extends the concept of the desktop panoramic static image viewer (e.g. Quicktime VR; IPIX) by presenting a real time, dynamic, stereo video image to an HMD wearer. Video images of a real scene are captured and used to texture the interior of a virtual surface surrounding the observer. A graphics accelerator then renders the view of the virtual surface in head coordinates, minimizing the perceptual lag associated with head tracking. We have built a proof-of-concept HMD based system (Hutchison, 2000). 

	Completed 2D path integration experiments (report; manuscript in preparation), Began 2D vertical plane path integration experiments; completed virtual video prototype (Thesis, Abstract); Developed SIM, and began experiments. 

	Understanding human navigation and path integration in 3D real and virtual environments. Applications to astronaut preflight training; design of 3D human-computer interfaces, immersive VR systems, and flight simulators 
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