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Task Description:

	Head-mounted see-through displays will be used to study the system requirements to present perceptually stable, virtual objects. Virtual objects are interactive, computer-generated graphics objects that by either optical, hardware, or software techniques are simulated to appear like real objects nearby a human operator. Their perceptual stability affects their usefulness as guides for mechanical assembly and others tasks for which they have been suggested as aids. This stability is a function of physical and psychological influences such as sensor noise, system latency, and misjudgment of the object’s distance. These factors will be studied to measure their impact on positional instability of virtual objects and on user performance. Countermeasures for their adverse effects will be tested. 

The investigations proposed will determine users’ visual ability to detect virtual object instabilities during varied full system rendering lag. We will examine how spatially oriented targeting and tracing behavior is disturbed by visual instability. Particular focus will be placed on the perceptual interaction of virtual objects and nearby physical surfaces that previous studies have shown to cause misjudgment of the object’s distance. This misjudgment appears associated with apparent object motion during head movement. Predictive filters will be implemented to reduce system lag and improve the accuracy of the judged distance to virtual objects. Performance on tasks closely related to those assembly and analysis functions for which virtual object display are currently being used in industry will be tested as part of a continuing collaboration with Boeing Computer Services and a new association with the Network Engineering Laboratory at JPL. The effect of improved dynamic performance on the phenomenal stability additionally will be quantified through scaling techniques. 

	Despite major software and hardware compatibility difficulties, during the past year the advanced the low latency sensor interface for virtual and augmented displays has been ported it to new SGI hardware (SGI IRIX 6.2) and software and has been disseminated it to other researchers in the NASA Ames IHH branch and to the GRAF laboratory at the Johnson Space Center. Our best measured full system rendering latency is 23 msec and our spatial distortion correction has been tuned to provide measured accuracy within several millimeters for a sphere of approximately 1.5 meters of the Polhemus FasTrak spatial displacement sensor. 

This new performance level has enabled the commencement of psychophysical measurement of users ability to distinguish different amounts of system latency. The first psychophysical functions of this distinction have been collected in a standard two alternative forced choice paradigm using hand movement of virtual object in an immersing virtual environment. This technique for examining the discriminability visual instability caused by changes in rendering latency will provide a basis for the examination of the benefits of predictive filtering. 

In the last month we have been able to introduce a predictive filter into the orientation and position processing. This filter can run at the data collection rates of 120 Hz predicting future quaternion and Cartesian position. Future planned experiments will be directed to optimizing the filters parameters and testing the capacity of a well-tuned filter to cancel the visual instability caused by rendering lag. Future tests planned tests will also examine the impact of well-tuned predictive filters on manipulative performance as planned in the original proposal. 

Interest in our low-latency rendering has developed in a local industrial research laboratory and we have begun to arrange a Space Act collaboration with them to study the discriminability of latency in virtual environments and in displays of virtual objects. Under the terms of the pending arrangement, we have agreed to keep the details of the joint testing and the identity of the industrial partner confidential for the first year of the project. 

	

	FY98 Publications, Presentations, and Other Accomplishments:

	Adelstein, B.D., Gayme, D.F., Kazerooni, H., and Ho, P. “Three degree of freedom haptic interface for precision manipulation.” Proceedings, Dynamic Systems and Control, American Society of Mechanical Engineers, New York (1998). 

Begault, D.R., Ellis, S.R., and Wenzel, E.M. (invited paper) “Headphone and head-mounted visual displays for virtual environments.” 15th International Conference of the Audio Engineering Society (1998). 

Ellis, S.R. “Information displays” in “Encyclopedia of Psychology.” American Psychological Association (in press). 

Ellis, S.R. and Menges, B.M. “Studies of the localization of virtual objects in the near visual field” in “Augmented Reality and Wearable Computers.” Edited by: Barfield, W. and Caudell, T. Earlbaum, Hillsdale, NJ (in press). 

Ellis, S.R. and Menges, B.M. “Localization of virtual objects in the near visual field.” Human Factors, 40, 3, 415-431 (1998). 

McCandless, J., Ellis, S.R., and Adelstein, B.D. “Localization of a monocularly presented virtual object with delayed visual feedback.” Proceedings of the 1998 Human Factors & Ergonomics Meeting, Chicago, pp. 1595-1599 (1998). 


Year:

1999

	Task Description:

	Head-mounted see-through displays will be used to study the system requirements to present perceptually stable, virtual objects. Virtual objects are interactive, computer-generated graphics objects that by either optical, hardware, or software techniques are simulated to appear like real objects nearby a human operator. Their perceptual stability affects their usefulness as guides for mechanical assembly and others tasks for which they have been suggested as aids. This stability is a function of physical and psychological influences such as sensor noise, system latency, and misjudgment of the object’s distance. These factors will be studied to measure their impact on positional instability of virtual objects and on user performance. Countermeasures for their adverse effects will be tested. 

The investigations proposed will determine users’ visual ability to detect virtual object instabilities during varied full system rendering lag. We will examine how spatially oriented targeting and tracing behavior is disturbed by visual instability. Particular focus will be placed on the perceptual interaction of virtual objects and nearby physical surfaces that previous studies have shown to cause misjudgment of the object’s distance. This misjudgment appears associated with apparent object motion during head movement. Predictive filters will be implemented to compensate for system lag and improve the accuracy of the judged distance to virtual objects. Performance on tasks closely related to those assembly and analysis functions for which virtual object display are currently being used in industry will be tested as part of a continuing collaboration with Boeing Computer Services and a new association with the Network Engineering Laboratory at JPL. The effect of improved dynamic performance on the phenomenal stability additionally will be quantified through scaling techniques. 

	Subjective and objective metrics and effects of perceptual stability of virtual objects. 

The effects on human 3D tracking performance of several common defects of immersing virtual environments: spatial sensor distortion, visual latency, and low update rates. Results from 11 subjects in a 3D tracking task show: (1) Removal of relatively small static distortion had minor effects on tracking accuracy, (2) An Adapted Cooper-Harper controllability scale proved the most sensitive subjective indicator of simulation degradation, and (3) RMS tracking error and subjective impressions were more influenced by changing visual latency than by update rate. 

Human sensitivity to changes in rendering latency of virtual objects. 

Eight subjects’ abilities to detect changes in system latency during voluntary lateral hand movement of virtual objects were studied in an immersing virtual environment. A two-alternative forced choice procedure was used in which discrimination of latency was studied with respect to three reference latencies: 27, 94, and 194 msec. Results show that subjects are able to reliably detect changes definitely less than 33 msec and probably less than 16.7 msec. Strikingly, for the short latencies we examined, subjects’ ability to detect latency changes does not depend upon the base latency used as a reference. Thus, the discrimination we studied does not appear to follow Weber’s law and may provide evidence for quick adaptation to the reference latencies used. Preliminary results for corresponding experiments using head movement instead of hand movement provide similar findings with respect to effects of reference latencies. 

Behavioral consequences of compensation for latency rendering by predictive filtering. 

Predictive compensation of head tracking can be valuable for reducing the consequences of the sensor, computation, and rendering pipeline delays inherent to virtual environment (VE) systems. Our approach is based on assessment of how predictive compensation affects user perception of a spatially stabilized virtual object that is observed in an immersing helmet mounted display (HMD). Our very fast VE system makes possible the controlled addition of differing time delays that we then attempt to cancel by predicting ahead by the same delay increment. In our view, an ideal predictive compensator should make the distinctive effects of the additional delay imperceptible to the user. Thus, our approach is to measure the subject’s ability to discriminate between a reference condition in which system latency is set to its baseline minimum (27 ¦ 5 msec from position tracker to display) and a condition in which a fixed latency is deliberately added but fully compensated by prediction. Our null hypothesis is that the two conditions would be indistinguishable from each other. Ten subjects participated in a two-alternative, forced-choice experiment using the discrimination technique described above to study operator sensitivity to changes of latency. The results show that discriminability grows monotonically from the level expected for random guessing as the amount of predictively compensated delay increases. A two-way ANOVA was performed to confirm the effect of the number of added latency increments and the presence of predictive compensation on an arcsine transformation of the proportion of correct responses. 

	VE, a.k.a. virtual reality, are becoming increasingly present in procedure training system, CAD visualization, surgical training, and entertainment. Rendering latency is an important factor entering into the design of VE in all of these applications. The measurements of operator sensitivity to latency and the management techniques we are developing will assist introduction of virtual environments in all these areas. 

	FY99 Publications, Presentations, and Other Accomplishments:

	Adelstein, B.D. and Ellis, S.R. “Rotation and Direction Judgment from Visual Images Head-Slaved in Two and Three Degrees-of-Freedom.” IEEE Transactions on Systems, Man, and Cybernetics-Part A: Systems and Humans (in press). 

Ellis, S.R. “Information displays” in “Encyclopedia of Psychology.” American Psychological Association (in press). 

Ellis, S.R. “Operator location of virtual objects” in “Mixed reality.” Edited by: Ohta, Y. and Tamura, H. pp. 305-322. Springer-Verlag, New York (1999). 

Ellis, S.R. “Human factors elements of the Mir- Progress 234 collision.” Ergonomics and Design (in press). 

Ellis, S.R. “Queries into presence.” Invited lecture 2nd International Workshop on Presence, University of Essex, UK. (April 4, 1999) [also repeated subsequently at the London Virtual Reality Society, (April 6, 1999)]. 

Ellis, S.R. “The design of a perspective display.” Invited lecture Joint Statistical Meeting, Baltimore, MD (August 9, 1999). 

Ellis, S.R., Adelstein, B.D., Baumeler, S., Jense, G.J., and Jacoby, R.H. “Sensor Spatial Distortion, Visual Latency, And Update Rate Effects On 3d Tracking In Virtual Environments.” Proceedings IEEE VR ‘99. pp. 134-139 (1999). 

Ellis, S.R., Young, M.J., Adelstein, B.D., and Ehrlich, S.M. “Discrimination of Changes in Latency during Head Movement.” Proceedings of HCI ‘ 99, Munich, pp. 1129-1133 (1999). 

Ellis, S.R., Young, M.J., Ehrlich, S.M., and Adelstein, B.D. “Discrimination of changes of latency during voluntary hand movement of virtual objects.” Proceedings of HFES. pp. 1182-1186 (1999). 

McCandless, J.W., Ellis, S.R., and Adelstein, B.D. “Localization of a time-delayed monocular virtual object.” Presence: Telepresence and Virtual Environments (in press). 

McCandless, J.W., Ellis, S.R., and Adelstein, B.D. “The Effect of Accommodative Demand, Motion Parallax and Age on Virtual Object Localizations.” Proceedings of HFES. pp.1328-1332 (1999). 

Rui, J. Assembly and Software Implementation for a NASA Haploscope Table. University of California, Berkeley (June 1999). 


Year:

2000

	Task Description:

	Head-mounted see-through displays will be used to study the system requirements to present perceptually stable, virtual objects. Virtual objects are interactive, computer-generated graphics objects that by either optical, hardware, or software techniques are simulated to appear like real objects nearby a human operator. Their perceptual stability affects their usefulness as guides for mechanical assembly and others tasks for which they have been suggested as aids. This stability is a function of physical and psychological influences such as sensor noise, system latency, and misjudgment of the object’s distance. These factors will be studied to measure their impact on positional instability of virtual objects and on user performance. Countermeasures for their adverse effects will be tested. 

The investigations proposed will determine users’ visual ability to detect virtual object instabilities during varied full system rendering lag. We will examine how spatially oriented targeting and tracing behavior is disturbed by visual instability. Particular focus will be placed on the perceptual interaction of virtual objects and nearby physical surfaces that previous studies have shown to cause misjudgment of the object’s distance. This misjudgment appears associated with apparent object motion during head movement. Predictive filters will be implemented to reduce system lag and improve the accuracy of the judged distance to virtual objects. Performance on tasks closely related to those assembly and analysis functions for which virtual object display are currently being used in industry will be tested as part of a continuing collaboration with Boeing Computer Services and a new association with the Network Engineering Laboratory at JPL. The effect of improved dynamic performance on the phenomenal stability additionally will be quantified through scaling techniques. 

	Previously developed latency discrimination techniques (Ellis et al, 1999ab) have been used to examine the perceptual impact of plant noise parameterization for Kalman Filter predictive compensation of time delays intrinsic to head tracked virtual environments (VEs). Subjects were tested in their ability to discriminate between the VE system’s minimum latency and conditions in which artificially added latency was then predictively compensated back to the system mini-mum. Two head tracking predictors were parameterized off-line according to cost functions that minimized pre-diction errors in (1) rotation, and (2) rotation projected into translational displacement with emphasis on higher frequency human operator noise. These predictors were compared with a parameterization obtained from the VE literature for cost function (1). Results from 12 subjects showed that both parameterization type and amount of compensated latency affected discrimination. Analysis of the head motion used in the parameterizations and the subsequent discriminability results suggest that higher frequency predictor artifacts are contributory cues for discriminating the presence of predictive compensation. An important element of Kalman Filter (KF) predictor implementation is parameterization of the KF components. One approach has been numerical optimization to find parameter sets that minimize RMS error between the input body part motion and predicted VE output (Liang et al., 1991; Azuma & Bishop, 1994; Mazuryk & Gervautz, 1995; Kiruluta et al., 1997). Parameters can also be chosen from estimates or models of sensor and human motion characteristics (Liang et al., 1991; Friedmann et al., 1992; Kiruluta et al., 1997). 

	See- through displays have been historically limited to military or aircraft simulation applications in which the displays have been used as Heads Up Displays (HUDs) either in panel or head-mounted formats. However, the opportunity to extend their use to civilian applications has recently arrived with the rapidly declining cost of such systems. New opportunities for such see-through displays has arisen since these devices may be used, for example, in a manufacturing environment to assist assembly workers or as head-mounted displays for ground controllers in an airport tower. 

A number of major U.S. manufacturers have recently begun programs to study the use of personalized computer displays for manufacturing, including Ford, GM, Boeing, Honeywell. But since the viewing environment is quite different from that for which the displays have traditionally been used, the manufacturers need to know the impact of design options, i.e., selection of particular stereo/monocular formats, on the visual precision that can be expected from the displays. Additionally, they need to know the short and long term impacts of these parameters on visual fatigue, which may limit the usability of their systems. Since see-through displays promise major productivity gains in current aircraft assembly techniques, they have generated specific developments in the aerospace industry. In particular, Boeing Computer Services, Honeywell, and Virtual Vision are partners in a TRP to demonstrate and build portable, body- worn transparent displays to present both text and spatially conformal computer graphics information. The NASA Ames Flight Systems and Human Factors Division, Human Interface Branch is the technical monitor of this project and the investigations and development described below will directly guide and help evaluate the progress of the TRP work concerned with the head-mounted displays. 

The developers at Boeing working the wire-harness project have in the past been interested in using the improved drivers we have developed for the FasTrak sensor. We will keep in contact with them to provide technical assistance regarding our development of predictive filters to use with these drivers, consistent with the fact that all of our work remains in the public domain. 

Similar interests in our device drivers has developed within the JPL Network Engineering Section in connection with joint work on the Integrated Design Environment and common software tools such as MUSE that Ames and JPL use. As improved position device drivers are developed, they will be provided to interested users at JPL and others associated with Center of Excellence in Information Technology who wish to improve head-referenced visualization displays for engineering design. 

	FY00 Publications, Presentations, and Other Accomplishments:

	McCandless, Jeffrey W., Ellis, Stephen R., and Bernard D. Adelstein “Localization of a time-delayed monocular virtual object superimposed on a real environment.” Presence, 9, 1,15-24, (2000). 

Ellis, Stephen R. “ Human factors elements of the Mir- Progress 234 collision. .” Ergonomics in Design, 8, 1, 4-9, (2000). 

Ellis, S.R., Adelstein, B.D., and Young, M.J. “Studies and management of latency in virtual environments.” 3rd International Conference on Human and Computer, Aizu University, p. 291-3002000. 

Adelstein, B.D. , Jung, J.Y. , and Ellis, S.R. “Visual display based predictor optimization for head tracked virtual environments.” Image 2000, 2000. 

Jung, J.Y., Adelstein, B.D., and Ellis, S.R. “Discriminability of prediction artifacts in a time-delayed virtual environment.” IEA 2000/HFES 2000 44th Ann. Meeting, p. 1-499 - 1-502, 2000. 

Ellis, S.R. “On the design of perspective displays.” IEA 2000/HFES2000 44th Ann. Meeting pp. 3-411 - 3-414, 2000. 

McCandless, J.W., and Ellis, S.R. “Effect of eye position on the projected stimulus distance in a binocular head mounted display.” Proceedings SPIE Conference 3957a, 2000. 


