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Task Description:

	An optoelectronic test bed, an electronic haploscope, will be used for human factors testing of hardware and software to guide development and evaluation of head-mounted, see-through displays. This kind of display is being developed by the U.S. commercial aircraft industry to assist aircraft assembly. It also may be used for visualization and control of near (<1 m) virtual images in vehicle and equipment maintenance displays as well as in head mounted displays for teleportation’s and telerobotics and for on-orbit physiological and psychophysical investigations. 

	The three principle accomplishments of the head-mounted see-through display task in the last year have been 1) The completion of four experiments examining the cause of errors in depth judgments to virtual targets presented via head-mounted displays; 2) The completion of two experiments examining the consequences of monocular, binocular, or stereoscopic viewing on the accuracy of depth judgments of virtual objects (subjective viewing discomfort while using the displays was also studied); and 3) The reduction of measured full system rendering delay for the presentation of head-stabilized, stereoscopic virtual objects from 65 msec to 30 msec and corresponding trebling of average rendering update rate to 60 hz. These accomplishments have been reported in refereed proceedings papers and are under consideration for publication in refereed journals. 

1) Four experiments have examined a displacement of the judged position of a nearby virtual object associated with the superposition of the object against physical surfaces within arms reach. The experiments measure the extent of the error in depth judgment and show the error is associated with changes in static convergence induced by the presence of the physical surface. The experiments distinguish between purely oculomotor explanations and those based on perceptual interpretation of occlusion. They suggest that shearing of optical contours may be sufficient stimuli to induce convergence reflexes. 

2) Since stereoscopic presentation of virtual objects generally involves rendering for both a left and right image, there is considerable practical gain from examining monocular head mounted displays that may be adequate for many tasks. Studies comparing the accuracy of depth judgments with monocular, binocular, and stereo viewing have shown that for static images with appropriately adjusted convergence planes, binocular displays can present virtual objects with high judgment accuracies comparable to stereo displays. Studies of viewing fatigue while visually tracing space stabilized virtual objects, however, show that binocular viewing conditions produce significant, unique viewing difficulties probably due to conflict between looming and disparity cues to ocular convergence. 

3) Excessive end-to-end latency and insufficient update rate continue to be major limitations of virtual environment (VE) system performance. Improved hardware and software reconfigurations have reduced end-to-end latency and increased the update rate. These reconfigurations included: 1) multiple asynchronous UNIX processes communicating via shared memory; 2) continuous streaming rather than polled tracker operation; 3) multiple rather than single tracker instruments; and 4) higher bandwidth IEEE-488 parallel communication between tracker and computer replacing RS-232 communication. Average latency of 65 msec and an update rate of 20 Hz for a standard 1000 polygon test VE, has now improved to 60 Hz (the maximum achievable with our graphics display hardware) with approximately 30 msec average latency. Because our equipment and architecture is based on widely available hardware (i.e., SGI computer, Polhemus Fastrak) and software (i.e., Sense8 WorlToolKit), our techniques and results are broadly applicable and easily transferable to other VE systems. 

Results from accomplishments 1 and 2 have been provided to Boeing Computer Services and GM Technical Centers in response to requests. Code from accomplishment 3 will be made available through appropriate NASA distribution systems when requested. Future investigations will examine the role of motion parallax in aiding depth judgments with existing dynamic response and those enhanced by several alternative predictive tracking systems. 

Improvements in the full system dynamic response of computer graphic based simulations presenting virtual objects on head-mounted displays (HMDs) are being provided to improve dynamic performance of HMDs to be used for NeuroLab experiments led by Dr. Charles M. Oman of MIT. 

	Virtual environment displays may provide a new communications medium for spatial information. The research conducted on this current project is directed to improving the dynamic fidelity of these displays and investigating phenomena that affect their application to a wide variety of practical problems. These displays can be used, for example, to view simulations of industrial robotics, to assist programming robots on assembly lines, visualizing CAD/CAM drawings and computer graphics based preassembly testing as done with the Boeing 777. They are natural media for viewing the outputs of rapid prototyping systems for manufacturing and in see-through versions as information displays for mechanical assembly, equipment maintenance, and component testing. In fact, projects demonstrating these applications are currently underway at Boeing Computer Services in Bellevue, Washington and McClellan AFB north of Sacramento, California. At this latter site head-mounted displays for wearable computers have been shown to dramatically increase productivity of workers examining KC135 fuselages for cracks in their skin. Virtual environment displays can be used to present visual, acoustic or haptic stimuli used in psychological or physiological investigations and thus can help advance scientific research. In fact, the virtual display format makes possible the presentation of patterns of sensory information that are not physically realizable and can give researchers heretofore impossible control over sensory stimuli to be used in their experiments. 

Virtual displays have more practical applications as new human interfaces for endoscopic or laparoscopic surgery as well as tools of surgical training and the remote consultation associated with telemedicine. Thus, the displays are also useful for instruction since medical students can use them to be given a very concrete view of what they would see if they were to execute the task they are studying. Similar applications exist for other fields, including 3D data visualization, geographic information systems, entertainment and video games. More detailed discussion of the widespread applications of virtual environments can be found in the general reference articles cited in the projects bibliography.
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Year:

1996

Task Description:

	An opto-electronic test bed, an electronic haploscope, will be used for human factors testing of hardware and software to guide development and evaluation of head-mounted, see-through displays. This kind of display is being developed by the U.S. commercial aircraft industry to assist aircraft assembly. It also may be used for visualization and control of near (<1 m) virtual images in vehicle and equipment maintenance displays as well as in head mounted displays for teleoperations and telerobotics and for on-orbit physiological and psychophysical investigations. 

We have used head-mounted see-through displays to examine the cause of errors in human observers depth judgments to computer generated virtual objects. We have also studied the consequences of monocular, biocular, or stereoscopic viewing on the accuracy of these depth judgments and the subjective viewing discomfort while making them for extended periods of time. The displays used in these studies have been proposed to dramatically increase productivity in several manufacturing environments and to be unique stimulus presentation formats for scientific research. Both of these goals have been advanced by our research. Field trials for some aircraft manufacturing applications are scheduled in mid-1997. 

The reduction of measured full system rendering delay for the presentation of head-stabilized stereoscopic virtual objects has, however, remained a significant problem for potential use of these displays. Recent development under this project has reduced the full system delay from 65 msec with 20 Hz updates to approximately 25 msec at near 60 Hz. This performance is currently the best dynamic response of a rendering system like this in the world. These accomplishments have been reported in refereed proceedings papers and as publications in refereed journals. Studies of the accuracy with which monocular systems can display objects in depth using head motion cues have been completed and suggest that further reduction in system latency should significantly improve performance. 

	The three principle accomplishments of the head-mounted see-through display task in the last year have been: 1) completion of an experiment examining the impact of head motion on the depth rendering of space stabilized virtual objects presented via monocular displays; 2) completion of an experiment examining the trade-off of latency and update rate on 3D human tracking performance with virtual objects and the correlation of this performance with the subjective reality of the virtual objects; and 3) further reduction of measured full system rendering delay for the presentation of head-stabilized, stereoscopic virtual objects to 22-27 msec at near 60 Hz update rates and initial examination of and implementation of predictive filtering as a means to further reduce the effective full system display lag. These accomplishments have been reported in refereed proceedings papers and as publications in refereed journals. 

1) Head motion is shown to improve the judged distance to monocularly viewed, space stabilized virtual objects presented via head-mounted see-through displays. In contrast to similar judgments made with stereoscopic displays, the resulting judgments are not veridical, have considerable variability, and some of their frequency distributions markedly deviate from normality. Comparison of distance judgment to monocularly viewed real objects suggests that the observer’s judgment difficulties arise not from the task itself but imperfections in the displayed imagery. Future work will examine full system display latency as a cause of the imperfect depth rendering observed in our current displays. 

2) Many commercial interactive computer graphics systems trade-off throughput, measured in rendered frames/sec versus latency measured as a transport lag. Since these two dynamic properties of interaction have different effects on human performance and since latency may be the more critical, an experiment has been conducted explicitly measuring the human performance trade off of these two for 3-D human pursuit tracking within a virtual object display. Since the two parameters are numeric, they also provide an excellent opportunity to examine the relationship between subject estimates of realism and performance discussed in a review article on the subject in Presence (Ellis, 1996). 

3) Excessive end-to-end latency and insufficient update rate continue to be major limitations of virtual environment (VE) system performance. Improved hardware and software reconfigurations have reduced end-to-end latency and increased the update rate. These reconfigurations included: multiple asynchronous UNIX processes communicating via shared memory; continuous streaming rather than polled tracker operation; multiple rather than single tracker instruments; higher bandwidth IEEE-488 parallel communication between tracker and computer replacing RS-232 communication; and hardware synchronization of the spatial tracker instrument with respect to the CRT refresh scan. Average latency of 65 msec and an update rate of 20 Hz for a standard 1000 polygon test VE was improved to near 60 Hz (the maximum achievable with our graphics display hardware) with approximately 27 msec average latency for displacement and 22 msec for orientation. Because our equipment and architecture is based on widely available hardware (i.e., SGI computer, Polhemus Fastrak) and software (i.e., Sense8 WorlToolKit), our techniques and results are broadly applicable and easily transferable to other VE systems. 

Results from accomplishments 1 and 3 have been provided to Boeing Computer Services in response to requests. Code from accomplishment 3 will be made available through appropriate NASA distribution systems if requested. 

	Virtual environment displays may provide a new communications medium for spatial information. The research conducted on this current project is directed to improving the dynamic fidelity of these displays and investigating phenomena that affect their application to a wide variety of practical problems. These displays can be used, for example, to view simulations of industrial robotics, to assist programming robots on assembly lines, visualizing CAD/CAM drawings and computer graphics based preassembly testing as done with the Boeing 777. They are natural media for viewing the outputs of rapid prototyping systems for manufacturing and in see-through versions as information displays for mechanical assembly, equipment maintenance, and component testing. In fact, projects demonstrating these applications are currently underway at Boeing Computer Services in Bellevue, Washington and McClellan AFB north of Sacramento, California. At the latter site, head-mounted displays for wearable computers have been shown to dramatically increase productivity of workers examining KC135 fuselages for cracks in their skin. 

Virtual environment displays can be used to present visual, acoustic or haptic stimuli used in psychological or physiological investigations and thus can help advance scientific research. In fact, the virtual display format makes possible the presentation of patterns of sensory information that are not physically realizable and can give researchers heretofore impossible control over sensory stimuli to be used in their experiments. 

Virtual displays have more practical applications as new human interfaces for endoscopic or laparoscopic surgery as well as tools of surgical training and the remote consultation associated with telemedicine. Thus, the displays are also useful for instruction since medical students can use them to be given a very concrete view of what they would see if they were to execute the task they are studying. Similar applications exist for other fields, including 3-D data visualization, geographic information systems, entertainment, and video games. More detailed discussion of the widespread applications of virtual environments can be found in the general reference articles cited below. 
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Year:

1997

Task Description:

	An optoelectronic test bed, an electronic haploscope, will be used for human factors testing of hardware and software to guide development and evaluation of head-mounted, see-through displays. This kind of display is being developed by the U.S. commercial aircraft industry to assist aircraft assembly. It also may be used for visualization and control of near (< 1 m) virtual images in vehicle and equipment maintenance displays as well as in head mounted displays for teleoperations and telerobotics and for on-orbit physiological and psychophysical investigations. 

	The head-mounted see-through displays developed for this task have continued to be used to examine the cause of errors in human observers’ depth judgments to computer generated virtual objects. We have also studied the consequences of monocular, biocular, or stereoscopic viewing on the accuracy of these depth judgments and the subjective viewing discomfort while making them for extended periods of time. The displays used in these studies have been proposed to dramatically increase productivity in several manufacturing environments and to be unique stimulus presentation formats for scientific research. Both of these goals have been advanced by our research. Field trials for some aircraft manufacturing applications took place in mid-1997. 

The reduction of measured full system rendering delay for the presentation of head-stabilized stereoscopic virtual objects has, however, remained a significant problem for potential use of these displays. Recent development under this project has reduced the full system delay from 65 msec with 20 Hz updates to approximately 25 msec and near 60 Hz. This performance is currently the best dynamic response of a rendering system like this in the world. These accomplishments have been reported in refereed proceedings papers and as publications in refereed journals. Studies of the accuracy with which monocular systems can display objects in depth using head motion cues have been completed and suggest that further reduction in system latency should significantly improve performance. Position sensor performance has additionally been improved through implementation of a spatial distortion correction algorithm using a tetrahedral spatial decomposition scheme. This technique combined with interpolation techniques for position and orientation have reduced the static position error to millimeters in most of the volume used for experiments. 

Since there is an evident need to investigate improved dynamic response of our virtual object display systems, our laboratory has been working continually to optimize our hardware and software so as to maximize frame rate and minimize latency. As documented in publications, through approximately 1.5 man-years of development, we have substantially improved dynamic response of the Skywriter-based hardware. To our knowledge, our latency performance with the current Skywriter has the lowest latency for any type of SGI graphics equipment anywhere, even systems with more powerful Reality Engines 2 or Infinite Reality graphics. This performance gives us a unique ability to study new phenomena that only can be seen with low latency virtual object rendering. We accordingly can look into the future when faster interactivity with virtual objects is more widely available. 

In 1997, the third version of the electronic haploscope was delivered to NASA. It provides a 30-40 degree monocular field of view with 40 to 100% variable overlap with visual resolution equivalent to the last version of the haploscope, but now the display can present full color images at full 640 X 480 resolution. This display will be used in future experiments on the perceptual stability of virtual objects planned for the next three years. 

	Virtual environment displays may provide a new communications medium for spatial information. The research conducted on this project is directed to improving the dynamic fidelity of these displays and investigating phenomena that affect their application to a wide variety of practical problems. These displays can be used, for example, to view simulations of industrial robotics, and to assist programming robots on assembly lines, visualizing CAD/CAM drawings and computer graphics based preassembly testing as done with the Boeing 777. They are natural media for viewing the outputs of rapid prototyping systems for manufacturing and in see-through versions as information displays for mechanical assembly, equipment maintenance, and component testing. In fact, projects demonstrating these applications are currently underway at Boeing Computer Services in Bellevue, Washington and McClellan AFB north of Sacramento, California. At the latter site, head-mounted displays for wearable computers have been shown to dramatically increase productivity of workers examining KC135 fuselages for cracks in their skin. 

Virtual environment displays can be used to present visual, acoustic, or haptic stimuli used in psychological or physiological investigations and thus can help advance scientific research. In fact, the virtual display format makes possible the presentation of patterns of sensory information that are not physically realizable and can give researchers control over sensory stimuli to be used in their experiments. 

Virtual displays have more practical applications as new human interfaces for endoscopic or laparoscopic surgery as well as tools of surgical training and the remote consultation associated with telemedicine. Thus, the displays are also useful for instruction (e.g., medical students can use them to be given a very concrete view of what they would see if they were to execute the task they are studying). Similar applications exist for other fields, including 3-D data visualization, geographic information systems, entertainment, and video games. More detailed discussion of the widespread applications of virtual environments can be found in the general reference articles cited below. 

Virtual object displays have recently been suggested as aids to maintain visual contact between air traffic controllers and taxiing aircraft during low visibility conditions. Information as to how to accurately present virtual objects without significant visual fatigue that will be developed by the current project should contribute to the design of head-mounted visual display aids for the air traffic control tower. 

	FY97 Publications, Presentations, and Other Accomplishments:

	Ballou, P.J., Burroughs, J.T., and Ellis, S.R. “Improving pilot dexterity with a telepresent ROV.” Proceedings of Oceanology International ‘97 Pacific Rim, Singapore (May, 1997). 

Ellis, S.R. “Virtual environments and real imagination” in “Current Directions in Psychological Science.” (In Press). 

Ellis, S.R. and Menges, B.M. “Judged distance to virtual objects in the near visual field.” Presence, 6,4, 452-640 (1997). 

Ellis, S.R. and Menges, B.M. “Effects of age on the judged distance to virtual objects in the near visual field.” Proceedings of the Human Factors and Ergonomics Society, 40th Annual Meeting. Philadelphia, PA, pp 1197-1201 (1996). 

Ellis, S.R., Begault, D.R., and Wenzel, E.M. “Virtual environments as human-computer interfaces” in “Handbook of Human-Computer Interaction.” Edited by: Helander, M., Landauer, T., and Prabhu, P. pp 163-228 (1997). 

Ellis, S.R., BrTant, F., Menges, B.M., and Adelstein, B.D. “Viewing difficulties with head-mounted aids for mechanical assembly.” Presented at the 5th IEEE International Conference on Emerging Technologies and Factory Automation, Kauai, HI (November 18 - 21, 1996). 

Ellis, S.R., BrTant, F., Menges, B.M., Jacoby, R.H., and Adelstein, B.D. “Factors influencing operator interaction with virtual objects viewed via head-mounted see-through displays: Viewing conditions and rendering latency.” Proceedings of VRAIS ‘97, Albuquerque, NM. IEEE. pp. 138-145 (1997). 

Ellis, S.R., BrTant, F., Menges, B.M, Jacoby, R.H., and Adelstein, B.D. “Operator interaction with virtual objects: effects of system latency.” Proceedings of HCI ‘97 International. San Francisco, CA, pp. 973-976 (1997). 

Ellis, S.R., Dorighi, N.S., Menges, B.M., Adelstein, B.D., and Jacoby, R.H. “In search of equivalence classes in subjective scales of reality.” Proceedings of HCI’97 International. San Francisco, CA, pp. 863-876 (1997). 

Ellis, S.R., Menges, B.M., Jacoby, R.H., Adelstein, B.D., and McCandless, J.W. “Influence of head motion on the judged distance of monocularly presented virtual objects.” Proceeding of the Human Factors and Ergonomics Society 41st Annual Meeting, Albuquerque, NM, HFES, Santa Monica CA, pp. 1234-1238 (1997). 

Rogers, W.A. “Effects of age on the judged distance to virtual objects in the near visual field” in “Designing for an Aging Population: Ten years of Human Factors/Ergonomics Research.” Human Factors and Ergonomics Society, Santa Monica, CA, pp 15-19 (1997).


