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Task Description:

	Human task performance and remote operations during missions often depend entirely on visual feedback that is indirect and/or augmented. This proposal focuses on the Human Factors Analysis of 3-dimensional visualization aspects of telepresence. This is a technical proposal that has the goal of improving image-guided telepresence technology with the development and evaluation of more advanced image data display capability such as Augmented Reality. Its aim is to advance the development of cost-effective technologies that support seamless integration of the image data, the operator and the system elements. We propose to use a medical (neurosurgery) telepresence system as a test bed for the evaluation of image-display hardware and software issues. This evaluation is expected to impact many forms of remote operations including Remote Manipulator System, remotely guided planetary rovers and space medical telepresence systems of the future. For Space Station and planet bases, medical telepresence technology will be important because of the limitation on the number and types of medical experts that can be taken to these remote sites. A relatively new field (Computer Controlled Image Guided Stereotactic Neurosurgery) blends the use of computer-based medical imaging data with real- time instrument position data capture to assist the surgeons in localizing and removing lesions. Throughout every operation, a neurosurgeon must maintain a precise sense of complex three-dimensional relationships. This system will make an ideal test bed to evaluate image data visualization for space-based telepresence systems. Astronauts performing remote functions like operating the Remote Manipulator System (RMS), rover navigation on the surface of another planet, or operating a space-based medical surgery system of the future, needs to maintain a mental 3-Dimensional real-time environment maps for successful operations. 

	Augmented Reality: 

An augmented reality system generates a composite view for the user. It is a combination of the real scene viewed by the user and a virtual scene generated by the computer that augments the scene with additional information. The same technology is being researched for both neurosurgery application (where the tumor and vessels will be augmented on a live view of the patient) and NASA’s RMS/Shuttle camera view augmentation (where the shuttle camera view will be augmented with the appropriate graphics payload models). The research activities in Augmented Reality center around the development of methods to register the two distinct sets of images and keep them registered in real time. The computer generated virtual objects must be accurately registered with the real world in all dimensions. Errors in this registration will prevent the user from seeing the real and virtual images as fused. Our research focuses on three methods for tracking tools and users Robotics, Image processing and Infrared tracking. In addition, we focus our research on correct registration that must also be maintained while a user, a robot or the needed tools move within the real environment. The optical (focal length and lens distortion) and geometrical (position and pose) parameters of the surgeon, robot or tool determine exactly what is projected onto its image plane. 

Endoscopic Neurosurgery: 

One of the major advancements we have made in this work is a result of our study of the use of a heads-up display system for endoscopic Neurosurgery. A preliminary study that compared using a heads up display with the standard technique of a monitor suggested that using a heads up display to perform endoscopic (remote) tasks was faster and caused less strain. In addition, it assisted the user by drawing his attention to the task hence, minimizing external distractions. The technique was used in several surgical cases with very good results. The surgeon commented that there was much less neck strain and that she was able to guide the surgery with a little more focus and confidence. A study is planned for early next year at NASA/JSC where a simulated remote robotic operation will be attempted comparing the use of heads up display with the traditional monitor and out the window views. 

Robotic Augmentation: 

NASA has robots with cameras mounted on them. Neurosurgery can now also be done using a robot. Our site was one of the first to perform robotic assisted neurosurgery within the United States. We are researching the view augmentation of a camera that can be mounted at the end-effector of these robots. The live views from the robot end-effector cameras will have synthetically generated 3D graphics structures overlaid on them. For the neurosurgery case, these models will be tumor models and other relevant brain structures. For the Space Shuttle case, these models would be payloads and their interiors that could be used to augment the live video when lighting conditions or occlusion problems inhibit a clear view. Parallel studies for both neurosurgery test cases and Shuttle test cases are underway which research the use of robotic augmentation techniques. 

	Due to the dual nature of this grant, technology transfer between NASA research activities and the neurosurgery research activities is facilitated. One of the direct earth benefits achieved for the first year of this work was for endoscopic neurosurgery for brain tumor resection. The technique of using a heads-up display in place of a monitor for endoscopic surgery is now in use at our facility. It assists surgeons by helping to focus their attention and also by ensuring that they do not have to look away from the surgical field for critical information while performing a dexterous and critical surgical task. This is the first step and other direct earth benefits are expected with the full implementation of an augmented reality system for neurosurgery. 
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2001

	● Task Abstract/Description:
This research is focused on the issues of Human Performance related to NASA’s Critical Roadmap: “… related technological research and development to enhance performance, decrease errors in critical tasks and improve human/system interface.” Specifically, we address critical question 6.09 (risk type III and priority I) which asks, “What information systems, resource management methods and tools, and communications systems architecture(s) will best support the crew’s ability to operate autonomously …” 

Autonomous human task performance for remote operations often depends entirely on visual feedback that is indirect. Visualization of the remote data and the human performance impacts of this visualization are of utmost importance to NASA and, as it turns out, also to the medical community. Because of the risky environment of space, teleoperations are commonplace for NASA. As telepresence technology matures and these systems become more dexterous, have less time lag issues by becoming more autonomous, future satellite repair missions or station building missions could be controlled from teleoperated/telepresence sites. In this research, we use a medically orientated Neurosurgery telepresence system as a test bed for the Human Factors Analysis. 


	● Task Progress:
The overall goal of this proposal focuses on the Human Factors Analysis and improvement of 3-dimensional image-guided visualization aspects of telepresence. For the first year our research efforts were focused on the usability of heads-up display systems in the operating room, the accuracy of a robot to be used for Augmented Reality and the improvement of 3D graphics models for use with AR systems. The second year has focused on the complexities of the development of an Augmented Reality System and the use of robotics for augmentation. We have made progress on these specific areas of work this year: 1: Implemented a “real-time” Augmented Reality system using an infrared tracked camera and objects. 2: Developed a robotic-based camera tracking Augmented Reality system. 3: Experimented with fiber optic sensors and their potential role in tracking. 4: We have human performance data on the use of heads-up display. 

Our current work is focused on camera and lens distortion and camera calibration. 


	● Research impact on American/Earth Benefits:
There has been significant technology transfer between the collaborating NASA lab (JSC/GRAF) and the neurosurgery team at Wayne State University. Our plans for next year include the implementation of an augmentation of the camera views of the Mockup Space Station Remote Manipulator with graphical models of interest. The potential benefit of this technological development could be enormous not only to NASA, but also to the outcome of neurosurgerical patients. 
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	● Task Abstract/Description:
This research is focused on the issues of Human Performance related to NASA’s Critical Roadmap: “… related technological research and development to enhance performance, decrease errors in critical tasks and improve human/system interface.” Specifically, we address critical question 6.09 (risk type III and priority I) which asks, “What information systems, resource management methods and tools, and communications systems architecture(s) will best support the crew’s ability to operate autonomously ?” 

Autonomous human task performance for remote operations often depends entirely on visual feedback that is indirect. Visualization of the remote data and the human performance impacts of this visualization are of utmost importance to NASA and, as it turns out, also to the medical community. Because of the risky environment of space, teleoperations are commonplace for NASA. As telepresence technology matures and these systems become more dexterous, have less time lag issues by becoming more autonomous, future satellite repair missions or station building missions could be controlled from teleoperated/telepresence sites. In this research, we use a medically orientated Neurosurgery telepresence system as a test bed for the Human Factors Analysis. 


	● Task Progress:
The overall goal of our research focuses on the improvement of remote 3-dimensional visualization aspects of robotics-based operations both in the medical and the space domain. We define Augmented Robotics as an Augmented Reality scene (merging live views with registered 3D information) generated using the kinematics of a robotic device which has a camera system mounted on or near the end-effector. 

A significant step was taken for this the final year of the grant. A prototype of an Augmented robotics system has been built. The prototype demonstration of the medical application uses a phantom skull that was scanned with a CT scanner. Graphical 3D models of various structures within the skull were constructed based on the CT data segmentation and were used for the overlay. An object registration was performed based on a pair-point matching algorithm. Here, known points on both the actual skull are matched with the 3D CT data to produce the transformation that describes the objects orientation relative to the robots coordinate frame. Similarly, a real-time robotic tracking of the camera and the overlay of a model of a metal ring on the live video were created. Extreme and close-up view angles were shown to illustrate the accuracy of the overlay. This works has earth benefits for Neurosurgery and other surgical disciplines and can also be used for the current space station robotic arm with associated camera systems. Integration to Space Station Mockup Arm at JSC is on going. 


	● Earth Benefits:
There has been significant technology transfer between the collaborating NASA lab (JSC/GRAF) and the neurosurgery team at Wayne State University. The potential benefit of this technological development could be enormous not only to NASA, but also to the outcome of neurosurgerical and other surgical patients. The field of medical robotics has the highest potential benefit. 
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