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Task Description:

	We are developing a teleoperation system using supervisory control: each task is divided into subtasks, and each subtask is commanded by the teleoperator and, after a single time delay, is executed autonomously by a remote sensor-based robot. Sensory feedback from the remote site allows the teleoperator either to specify correction to any errors or to proceed to the next subtask. 

We are utilizing SRI’s existing telesurgical system, which includes left and right pairs of identical 6 degree-of-freedom (dof) master/slave arms (4 arms altogether). We have modified this system so that supervisory control is applicable to it: a master arm is used as a local arm for generating subtask commands (including joint trajectories), and a slave arm, equipped with sensors, is used as a computer-controlled remote robot for executing each subtask. To generate subtask commands, the teleoperator moves the local arm, as required by the experiment, while watching a stereo image of a simulated remote site. The subtask commands are then transmitted to the remote site and, upon arrival, are executed by the remote robot. Using video and force feedback, the teleoperator checks the resulting state of the remote site and then proceeds with the next commands either for error correction (of the current subtask) or for the next subtask. 

	Task Selection: (1) We visited NASA ARC and learned about life-science experiments to be performed in a glove box in the upcoming international space station. (2) We analyzed these tasks and selected two for the development of our system: Wet Swab Sampling and Bee-Stick Application to Flower Pollination. 

Development of a Supervisory-Control System: (1) We have separated the local and remote 6-dof master/slave arms in SRI’s telesurgical system so that the local arm can be used as an input device for generating arm motion, and the remote robot can be independently controlled by a remote computer as an output device for subtask execution. (2) We have implemented a command-and-control protocol for communication between the local arm and the remote robot. (3) We have modeled the local arm so that hands-on manipulation of this arm is simulated graphically in 3D in a virtual glove-box scene; as a result of this manipulation, joint-trajectory data are filtered, recorded, and, upon teleoperator command, sent to the remote robot for execution. (4) We have implemented a time-delayed execution of a sequence of poses sent to the remote robot; intermediate poses between neighboring poses are interpolated to maintain smoothness of motion and user-specified velocity. (5) We have implemented a 3D stereo image of a virtual glove-box scene, including the local arm, using shuttered LCD goggles. 

	Life-science experiments, to be carried out by astronauts, are scheduled for the upcoming international space station. The cost and time entailed in astronaut training and experiment execution could be reduced considerably if scientists on the ground were able to conduct these experiments directly by teleoperating robotic arms in the space station. However, a telecommunication time delay (up to 8 seconds) renders such teleoperation impractical. The objective of this research is to minimize the adverse effect of the time delay so that scientists could perform their experiments efficiently from the ground. 

The technology to be developed could be also applied to remote telesurgery using Internet communication, which is inherently characterized by a variable transmission-time delay. 
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2001

Title:
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	Task Description:

	● Task Abstract/Description:
We are developing a teleoperation system, to be used in ISS Life Science Glovebox (LSG) experiments, using supervisory control: each task is divided into subtasks, and each subtask is commanded by the human operator and, after a single time delay, is executed autonomously by a remote sensor-based robot. Sensory feedback from the remote site allows the operator either to specify correction to any errors or to proceed to the next subtask. Our research has been divided into two phases. In the first phase we have developed a remote robotic site with stereo visual servoing capabilities, using the Jacobian formulation to move the robotic arm incrementally towards its target, and determined a set of LSG requirements regarding its arm, video cameras, and force sensing. In the second phase we have developed a local site for the operator, including a programming arm, a stereo display of a virtual LSG, voice commands, cursor target designation, and force-feedback representation. We are now designing experiments for addressing human factors issues, including programming automation, execution feedback, and operator performance. 


	● Task Progress:
Our research has been divided into two phases: development of a teleoperation system, and investigation of human factors entailed in controlling such a system. In the first phase we modified SRI’s existing telesurgical system, which includes a pair of 6 degree-of-freedom (dof) arms: a local master arm and a remote slave arm. The operator manipulated the local arm to generate subtask commands (mostly joint trajectories) while watching a stereo image of a simulated remote site, and then transmitted these commands to the remote arm, which executed them autonomously after a single time delay. A pair of video cameras were used to visually servo the pose (position and orientation) of the end-effector of the remote arm towards its target and to send visual feedback to the operator for subtask verification. Subtask arm trajectories were executed using Jacobian-based incremental moves. This phase resulted in specifying a set of LSG requirements: (1) the arm should have at least 6 dof, have closed-form inverse kinematics (i.e., joint coordinates as functions of the end-effector pose), be precise, have free access to the entire LSG work space, but need not be identical to the local arm, (2) a stereo pair of video cameras should be inside the LSG and be movable (e.g., by mounting them on a separate manipulator) to have a clear stereo view of the end-effector interacting with objects in the LSG, (3) a small video camera should be on the arm’s wrist to facilitate close-up view of object acquisition, (4) a force sensor should be attached to the arm’s end-effector to facilitate move-till-touch, move-while-pressing, and other contact movements and to prevent collision damage. Few of these requirements (a 6-dof arm and stereo cameras) were met in our physical remote site. 

In the second phase, investigation of human factors, we are focusing on the local site, where the operator controls the LSG experiments. We have replaced the physical implementation of the remote site with a virtual one in which all the LSG requirements can be met and different levels of random errors in subtask execution can be simulated. We have augmented our local site, which currently includes: (1) the local (master) arm for generating arm trajectories, (2) a stereo display of a virtual remote site, including arm motions generated by the local arm, (3) voice commands, replacing some of the keyboard commands, (4) use of a cursor to designate target objects or areas, (5) simulation of contact between two objects, and (6) graphics and text representing force feedback to the operator. A human operator will use these facilities to control each subtask in 5 steps: (1) programming--generating subtask commands, including arm trajectories, (2) review--verifying the programming step, (3) transmission--sending the commands to the remote site via a time delayed link, (4) execution--executing the commands upon arrival at the remote site, and (5) execution feedback--reviewing sensory (primarily video) feedback of subtask execution, including simulated errors. 


	● Research impact on American/Earth Benefits:
Life-Science Glovebox (LSG) experiments, to be carried out by astronauts, are scheduled for the international space station (ISS). The cost and time entailed in astronaut training and experiment execution could be reduced considerably if scientists on the ground were able to conduct these experiments directly by teleoperating robotic arms in the space station. However, a telecommunication time delay (up to 8 seconds) renders such teleoperation impractical. This research applies the method of supervisory control to minimize the adverse effect of time delay so that scientists could perform their LSG experiments efficiently from the ground. This research could also be beneficial to human Mars missions because the supervisory control method is essentially independent of the telecommunication time delay. The technology to be developed could be also applied to remote telesurgery using Internet communication, which is inherently characterized by a variable transmission-time delay. 
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	● Task Abstract/Description:
We are about to complete a 3-year research project, entitled “Teleoperation of Life-Science Experiments with Telecommunication Time Delay”. To overcome the problem of long communication time delay between earth and space (e.g., 8 seconds), we use supervisory control: A task is divided into subtasks and each subtask is programmed by an operator at a local site on the ground. After reviewing the subtask program’s effect on a simulated remote site, it is sent out and, after a single time delay, executed by sensor guided robotic arm(s) at the remote site. 

Visual, force, and other types of sensory feedback from the remote site permit verification of subtasks execution and, if necessary, error correction. 

In Year 1, we developed a teleoperation system and used it to demonstrate subtask programming and execution, using Jacobian incremental arm movements and stereo video servoing and feedback. We also determined a set of requirements for the remote-site, in particular for its robotic arm(s), video cameras, and force sensing. 

In Year 2, we focused on the local site, using a simulated implementation of the remote site. The simulation enabled us to meet the remote-site requirements and generate controlled errors in subtask execution. We developed methods for trajectory programming, stereo display of a simulated remote-site, issuing library-based commands, and simulation of contact between objects. 

In Year 3, the last year of this research, we have been investigating three programming methods to train a simulated manipulator to perform the swabbing task: 

* Manual Programming: The operator controls the motion of the simulated manipulator by physically moving a 6-degree-of-freedom robot arm at the local site. 

* Semi-Automated Programming: The operator uses a joystick to direct axis-constrained motions of the simulated manipulator. 

* Automated Programming: The operator issues library commands to the simulated manipulator via mouse-activated pop-up menus and pose (position and orientation) designations. 

Each of these programming methods has advantages and disadvantages. The Manual method allows the same maneuverability as the human hand, but is inaccurate for fine motions, especially those requiring straight line or planar movements. The Semi-Automated method loses some of the Manual method’s maneuverability, but is easier to use on straight line or planar movements aligned with coordinate axes. The Automated method permits precise specification of movement destination poses but is abstract, requiring the operator to deal in coordinate systems and rely on a library of routines. 

	● Task Progress:
We are experimenting with human subjects to determine the efficacy of each programming method. The subjects’ performances are evaluated as they perform the task of swabbing a selected surface within the remote site to test it for cleanliness. This task is appropriate because it involves both coarse and fine movements, as well as linear and planar constrained motions at various orientations. Although our trials are still in progress, a number of trends can already be seen in the programming-performance data. 

Qualitative observations suggest that not all subjects possess the same level of ability to work in a three-dimensional domain. Two critical aspects of this ability include (1) selection of appropriate simulation viewpoints for the subtask at hand, particularly when alignment is needed, such as the re-insertion of a swab stick into a test tube, and (2) estimation of position and orientation while moving, for example, around obstacles. The relevance of these abilities depends on the programming method: Manual programming requires the highest abilities, Automated programming the lowest ones. 

We are also evaluating subject performance using a number of quantitative measures. Among these are quality of swabbing and an assessment (derived from the NASA Task Load Index) of the load that the task places on the user. Preliminary findings suggest that all three programming methods result in about the same quality level of swabbing (i.e., fulfilling the main goal of the task), but that the Manual method generates a task load twice as great as that of the Automated or Semi-Automated method. 

Conclusion 

We expect our on-going work in this area to inform us on techniques and approaches that will optimize the local programming of tasks for remote execution under the constraint of a communication time delay. These optimizations will contribute not only to International Space Station operations, but to more distant manned and unmanned operations as well. 

	● Earth Benefits:
Life-Science Glovebox (LSG) experiments, to be carried out by astronauts, are scheduled for the international space station (ISS). The cost and time entailed in astronaut training and experiment execution could be reduced considerably if scientists on the ground were able to conduct these experiments directly by teleoperating robotic arms in the space station. However, a telecommunication time delay (up to 8 seconds) renders such teleoperation impractical. This research applies the method of supervisory control to minimize the adverse effect of time delay so that scientists could perform their LSG experiments efficiently from the ground. This research could also be beneficial to human Mars missions because the supervisory control method is essentially independent of the telecommunication time delay. The technology to be developed could be also applied to remote telesurgery using Internet communication, which is inherently characterized by a variable transmission-time delay. 


