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Task Description:

	Current methods to provide information to space flight crewmembers do not adequately address the conditions of long-duration missions. A machine vision and computer graphics technology called augmented reality (AR) is emerging now that integrates efficiently with human performance. AR superimposes graphics on live views of the real world and aligns the graphics on specific aspects of the viewed scene; it enhances normal views of work pieces (e.g., the locking mechanism of a rack in a Space Station module, or the physical elements of a science experiment) by connecting text or meaningful icons to features of the work piece. As the user’s viewing perspective changes, AR enhancements maintain their world positions, and appear to be part of the viewed scene. 

AR is a new form of media. It sets graphics or synthetic objects into a real visual space and enables the user to create rapid and strong associations between virtual and real objects. AR can aid crewmember performance in four areas: (1) the resolution of in-flight anomalies, (2) on-orbit maintenance procedures, (3) on-orbit, just-in-time training, and (4) off-site, self-paced instruction. Enabling technologies such as feature detection and tracking, solution of camera pose, video compression and transmission, and media authoring have advanced recently, offering capabilities to make AR for space flight possible. 

The objectives of this research are to determine requirements for the development of a preliminary AR authoring system, develop a preliminary capability, and evaluate human performance guided by augmented video. Benefits to performance in learning, recall, problem solving, and time to complete tasks are expected across the application areas. 

	In collaboration with Dr. Anthony Majoros at Boeing, Long Beach CA, we developed a prototype AR tool. This tool allows the recording of video media using a USB camera and a PC/laptop. The media can then be authored by adding annotations to features in the scene. The connections between the annotation and scene features in these key frames are preserved in future frames of the video. The authored sequence containing both the video and annotations are saved for later playback. During playback, users can play, pause, rewind, or fast-forward the video. In addition, annotations may be selected interactively by cursor clicks. Selections cause linked web data to appear in neighboring windows. 

The current system is limited to 2D annotation and feature tracking. A 3D system is partially completed. Initial tests of the 2D and 3D systems are in being planned. 

	This system of capturing, authoring, and playback of video media has a variety of applications in training and instruction. Our approach is compatible with any Internet application using streaming media formats, including distance education, collaborative design, teleconferencing, and entertainment. With our system, any of the objects in these video image streams can be linked to annotations and additional web-based data. 

	FY00 Publications, Presentations, and Other Accomplishments:

	Jiang, B., You, S., and Neumann, U. “Camera tracking for augmented reality media.” IEEE International Conference on Multimedia 2000, August 2000. 


Year:

2001

	● Task Abstract/Description:
Much of our work in last period involved Proposal Task 5.6.1, Determine Requirements for Producing Substrate Video, Tasks 5.6.2, Determine Requirements for Using Augmented Video and Proposal Task 5.6.3, Determine Requirements for Annotating Substrate Video. We have developed and delivered a preliminary video-based AR system for production of substrate digital video, including functions such as the following: ¡¤ Video capturing and filtering for a target platform ¡¤ Video tracking at target resolution and frame rate ¡¤ Video authoring tool performing 2D tracking and annotation ¡¤ Video player that playback of annotated video stream ¡¤ Integrated user interactive interface 

We compared the anticipated AR user sequence with the steps involved with a successful video liaison (technician to engineer) communication tool used for advisement on Space Shuttle upgrade work, and found considerable overlap, suggesting that the video liaison tool can serve as a baseline for our Proposal Tasks 5.6.2, and 5.6.3. 

We also reviewed cognitive/behavior control issues with annotated video to isolate potential variables. For example, does act of videotaping a work piece influence later attention to features of the work piece seen in still images, and do annotations control attention? 


	● Task Progress:
Based on user tests and feedback, technical effort in this period involved a redesign and new implementation of our video-based AR system intended to support space flight crew performance in four areas: resolution of anomalies, on-orbit maintenance procedures, just-in-time training, and off-site self-paced instruction. The new effort arose due to a software structural problem in allowing users to easily author the video by moving both forward and backward in the image sequence. We had to reconstruct the software to support random frame access within a video sequence. Task progress in this period as of Sept. 2001 includes 1. Redesigned and delivered a new AR video tracking system that solves above software structural problem. The new system allows users to easily acquire/track/edit/author the video stream as frame timing-line based. These included a new interactive interface, a variety of extendable functional buttons, frame timing-line edit functions, and different task control and information windows to clearly distinguish appropriate operational modes: ¡¤ Video acquisition: capture and digitize video and save on computer hard drive. We adapted a dynamic system-call strategy linking to the existing commercial video capture hardware and software for video acquisition. This technology enables our system to support all the MS-Windows based video capture system. ¡¤ Video enhance processing: perform necessary image processing functions for enhancements of the tracking and visualization, such as Noise filtering, Illumination enhancement, Edge sharpen, etc ¡¤ Database management: interactive management of the annotation database that includes text label, 2D/3D object, and URL web-link ¡¤ Video tracking: perform feature selection and tracking that support both automatic and manual operations ¡¤ Annotation authoring: interactive authoring process that performs 2D or 3D tracking and annotation ¡¤ AR playback: user views and controls the playback of annotated video ¡¤ Web link: link annotations to web data appeared in neighboring browser windows In the new framework, we emphasized the factors of human performance that provide users a more convenient and flexible work environment. We felt that the above four main operational modules naturally mimic the ways of human performance in terms of learning, recall, and problem-solving. 

2. Enhanced the tracking stabilities and robustness in our core tracking module, essential for conducting a pilot study, that had earlier been substituted for speed. The enhancement is through the integrated usage of region tracking and point tracking that integrates three motion analysis modules - feature selection, tracking, and verification, in a closed-loop cooperative manner to adaptively cope with complex and dynamic imaging conditions. 

3. Added several new functional improvements to the tracking system, including: Adaptive thresholds to maintain robust tracking over longer periods Bi-directional tracking and edit functions that allow tracking both forward and backward in the video stream Second-pass tracking ability for tracking verification and refinement 

Combined, these developments make the tracking system more robust and easy to use from an authoring perspective. These features also enable the system to transition from 2D to 3D tracking and annotations. 

4. System supported more commonly used data formats, including Avi movie format PPM (portable pixmap file format) PGM (portable greymap file format) BMP (MS bit map format) RAW data (no image header) Live video 

The AVI movie files are used internally throughout the system rather than a collection of consecutively numbered individual image files. Every supported input format will be first converted to AVI files internally prior to system processing. This strategy vastly simplifies the transmission and archiving of media files. 

5. Developed the new control interfaces that allow users to easily track, edit, author, and visualize the video stream by using a variety of functional buttons, task boxes, and windows. Each operational model associated with a control panel to perform appropriate control function. For example, the tracking control panel includes: 

Detect/Mark feature Track/Redetect feature Track forward and backward Tracking verify and refine Delete and clear feature Add/Edit/Move feature Mark feature timing-line Display feature position/motion vector/motion path Annotate feature with text label or URL Tracker performance statistics window 

6. With the improvements in tracking and authoring interface available, we proceeded to the design of a preliminary, pilot experiment to investigate the role of annotations in the control of attention. Our design is preliminary in that there are many implications for human cognition and task guidance when some control of attention is achieved with enhancements to video imagery, including learning and recall, dimensions of communication, cognitive resource allocation, and self-efficacy in task performance, and this experiment will begin to highlight issues that are important to supporting crew activities. The design is also a pilot experiment in that it affords discovery of constraints and opportunities for later experiments. 

The pilot experiment is underway, and is intended to examine the effect of annotations (callouts or labels) on recall. Recall is a commonly accepted indicator of attention, and in our paradigm, we are measuring recall of features in a real-world scene (specifically, attributes of simple geometric shapes on a section of an aircraft wing). Examples of questions for subjects after viewing the video (with or without annotations) include the following. (1) How many vertical bars were present? (2) Among the horizontal bars, was the red bar the second, third, fourth, or fifth bar up from the bottom? (3) Were all the bars of equal width? The hypothesis is non-directional: persons viewing an annotated video will recall either greater or less detail than persons viewing a video without annotations. 

Practical experience with our tracking algorithms and authoring interface, the procedures involved in conducting this experiment, and its outcome will enable us to refine methods for the study of guidance for the performance of tasks using annotated video. We anticipate several experiments will lead to an approach to measure the effectiveness of annotated video in guiding crew tasks. 

An additional empirical question involves the production of annotated video. The value of video-based augmented reality is lessened if the medium is very time-consuming to produce. Of course, the tracking capabilities and interface developed in this project exist to greatly speed the production of media. We intend to measure the improvement over conventional methods that a specialist could expect in media production with these capabilities. 

Apart from a need to determine expected improvements in producing media, most of our focus is on performance of the media consumer (e.g., a spaceflight crew member). A broad range of issues exist in this area, and although the size of the current project may not enable all of them to be investigated, we are guided in the design of preliminary and later experiments by various conceptual questions, including the following: 

a. What requirements exist for the production of substrate, raw video in order for it to serve purposes of latter enhancement with graphic annotations? 

b. What is the domain of technical question types most amenable to resolution by exchanged, annotated video? 

c. Some studies of collaborative work point to a dominant role of voice in communication; how is collaboration supported through imagery when time delay over great distance separates voice out of the collaborative environment? 

d. For the realm of communication about technical objects in the real world, what is the relationship between real-time synthetic objects in augmented reality and annotations provided as enhancements to archived video? 


	● Research impact on American/Earth Benefits:
This project deals with the production of annotated video (augmented reality) and its use in training and operations applications. We proposed to develop and construct a prototype Augmented Reality (AR) authoring system and evaluate its utility and human performance benefits in terms of learning, recall, problem solving, and time to complete tasks. 

The AR capability we are developing is superior to single frames or raw video particularly when tasks in the areas above contain sequences or processes. Our low risk approach is the development of a capability for crewmembers and/or ground specialists to quickly annotate video-records and downlink/uplink these records (or transmit annotation files that can be attached to videos). The rapid annotation of video-records is made possible by feature detection and tracking software and an intuitive interface. 



	

	Bibliography Type:
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Lee, J.W., You, S. and Neumann, U. “Large Motion Estimation for Omnidirectional Vision.” IEEE Workshop on Omnidirectional Vision 2000, (June 2000). 
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	● Task Abstract/Description:
Augmented Reality for Space Flight is an investigation of crew task guidance with video imagery augmented with computer graphics. With augmented reality (AR), graphic elements are registered to specific features in video scenes, such as a descriptive text banner appearing in the video record that is continuously linked to the locking mechanism of a hatch during operation of the hatch. Empirical evidence suggests that annotations registered to features in real-world scenes present a substantial advantage for communicating task details, and implies that a new method for guiding human performance could be developed with this technology. In this project, we examined requirements for guiding crew tasks with AR, and determined that the existing ISS communication infrastructure, and likely future Mars mission communication, would support this approach. We developed an AR tracking and authoring system to enable authoring, that is, to review a video record, design an annotation plan according to the task guidance needed by a crew member, and add and link graphics to selected features appearing in the video. Tests with this tracking and authoring interface allowed us to discover opportunities for interface improvements, including preview modes and text banner expansion. 


	● Task Progress:
We are currently examining the effectiveness of different types of task instruction conveyed through video imagery on human performance. In this study, there are four treatment groups or video conditions: 

1. Annotated video utilizing the USC Feature Tracker 2. Reduced text, identical to the annotations without the leader lines 3. Full captions exhibited under the video imagery 4. Partial captions, or a reduced number of captions, exhibited under the video imagery (similar to current NASA video instructions given to space flight crew members) 

After being randomly assigned to one of four treatment conditions, a participant is asked to perform a psychomotor task as he or she views an instructional video. We are measuring the number of pieces the participant correctly assembles, whether or not the task is successfully completed, and the time it takes to perform the task. In addition, we are assessing self-efficacy at two different times, pretest and posttest. We will further examine any gender differences in these measures. 


	● Earth Benefits:
This project deals with the production of annotated video (augmented reality) and its use in training and operations applications. We are to developing a prototype Augmented Reality (AR) authoring system and evaluating its utility and human performance benefits in terms of learning, recall, problem solving, and time to complete tasks. 

The AR capability we are developing is superior to single frames or raw video particularly when tasks in the areas above contain sequences or processes. Our low risk approach is the development of a capability for crewmembers and/or ground specialists to quickly annotate video-records and downlink/uplink these records (or transmit annotation files that can be attached to videos). The rapid annotation of video-records is made possible by feature detection and tracking software and an intuitive interface. 
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